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Quantifying the Role of Vocabulary Knowledge in
Predicting Future Word Learning

Nicole M. Beckage

Abstract—Can we predict the words a child is going to learn
next given information about the words that a child knows now?
Do different representations of a child’s vocabulary knowledge
affect our ability to predict the acquisition of lexical items for
individual children? Past research has often focused on popu-
lation statistics of vocabulary growth rather than prediction of
words an individual child is likely to learn next. We consider
a neural network approach to predict vocabulary acquisition.
Specifically, we investigate how best to represent the child’s cur-
rent vocabulary in order to accurately predict future learning.
The models we consider are based on qualitatively different
sources of information: descriptive information about the child,
the specific words a child knows, and representations that aim
to capture the child’s aggregate lexical knowledge. Using longi-
tudinal vocabulary data from children aged 15-36 months, we
construct neural network models to predict which words are
likely to be learned by a particular child in the coming month.
Many models based on child-specific vocabulary information out-
perform models with child information only, suggesting that the
words a child knows influence prediction of future language
learning. These models provide an understanding of the role of
current vocabulary knowledge on future lexical growth.

Index Terms—Cognitive development, language acquisition,
lexical acquisition, neural networks, word learning.

I. INTRODUCTION

HAT role does the current lexical knowledge of a child

have in accurately predicting future word acquisition?
If all children learn in approximately the same way, knowing
the specific words in a child’s vocabulary should not improve
accuracy at predicting what words the specific child is likely
to learn next. Alternatively, if the idiosyncratic words a child
knows at a given time influence the words that child is going
to learn next, this would provide strong evidence that cur-
rent lexical knowledge influences future lexical growth. Even
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assuming a child’s vocabulary is predictive of the words a child
is likely to learn next, it is possible that the word learned itself
is a side-effect of learning a relevant feature or category in the
world. If this is the case, the knowledge of the specific lexical
item may be less predictive than the concepts or features it
encapsulates. For example, a child might learn the word dog;
she might have learned that her household pet is the only dog,
or that only animals walked around on a leash in her neigh-
borhood are dogs, or instead she could be learning that dogs
have four legs, a tail, etc. and that dogs are somehow differ-
ent than cats. All of semantic information related to the word
dog capture different types of language knowledge that a child
might use to learn new words in the future.

In this paper, we explore how various representations of a
child’s current vocabulary predict that same child’s future lex-
ical acquisition. We focus on high level features of the child
and the child’s lexicon specifically to zoom in on what the
role of lexical structure is on future lexical acquisition. We
acknowledge that there are many forces that could influence
vocabulary growth and language acquisition besides the com-
position of a child’s lexicon. Here we focus on the ability
to use language knowledge to predict future lexical growth.
We consider various vector representations that aim to capture
a child’s language knowledge and evaluate these representa-
tions on their ability to predict future acquisition trajectories
at the level of an individual child to model lexical growth.
We compare the usefulness of different vector representations
by comparing predictive performance of single-layer neural
networks, evaluating the models on their ability to predict the
words a child will learn one month into the future.

We tackle the problem of lexical acquisition in toddlers
because language learning is one of the first complex cog-
nitive tasks humans undertake, and therefore a great way to
model learning more generally. Infants start producing their
earliest words around 12 months of age and within only a
few months, young children have hundreds of words. Shortly
thereafter, young children begin to construct sentences with
complex ideas and grammatical structure. Despite how quickly
this learning comes online, much of the language acquisition
process is still challenging to explain—particularly how chil-
dren represent and access language knowledge, which is the
focus of this modeling work. The approach of machine learn-
ing to model complex processes, such as language acquisition,
can provide novel insight into the learning and represen-
tation of language. We focus particularly on how different
vocabulary representations of a young child’s lexicon increase
predictive accuracy. Pairing powerful statistical learning tools
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with observational acquisition data, we can isolate differences
in individual learning in early acquisition and quantify the
role of current vocabulary knowledge, and how the repre-
sentation of that knowledge influences the ability to predict
future vocabulary growth. We argue that these analyses can
be informative in suggesting the relative importance of dif-
ferent factors in word learning, leading to specific predictions
that could be tested empirically.

Currently, a toddler’s lexical knowledge is often measured
as the number of words they know, given the child’s age
and sex [8], [10], [33]. While there is strong evidence that
this count of the number of words is useful in assessing lan-
guage ability, it is unclear that this number alone is useful and
informative enough to aid in predicting future acquisition. In
our age range of the individual children of interest, the most
commonly used measure of vocabulary size is the MacArthur-
Bates Communicative Development Inventory (CDI). Parents
indicate which of a fixed set of about 700 words their child can
say. From this vocabulary report, developmental psychologists
assign each child a CDI percentile that compares the child’s
CDI vocabulary size to that of their peers. This percentile
value is used to flag children who are learning language at
slower rates than their peers. These children, classically called
late talkers, are important to monitor because many of them
will continue to have language learning difficulties [15], [33].
Sometimes these early language difficulties will persist and
be reflected in reading and other difficulties in academic set-
tings [11]. However, not all children who have a low CDI
percentile as toddlers go on to have lasting language difficul-
ties, and to date, it is impossible to accurately predict which
toddlers will have persistent difficulties and which will catch
up. By exploring different types of language representations
in predicting future acquisition, we may help uncover rela-
tionships between current language and future learning that
could help with diagnostic assessment, providing a quantita-
tive tool to help distinguish children who are simply learning
language at a slower rate than their peers and those children
who are at risk for these language-specific delays to manifest
as other types of cognitive difficulties, such as specific lan-
guage impairment (for more information on SLI, see [18]).
The relationship between lexical representation and CDI per-
centile might suggest an approach for quantifying meaningful
differences in word learning between at-risk children and their
normally developing peers. However, before these questions
can be directly studied, a working predictive model of acqui-
sition must be constructed and studied. Here we consider a
simple neural network modeling approach as an initial attempt
to tackle these issues.

Neural network models, often called connectionist mod-
els in psychology, provide a systematic way of extending
observational findings and behavioral studies of early lan-
guage learning. Single layer neural networks, while more
complex than generalized linear models, still provide inter-
pretability and insight into aspects of linguistic knowledge
that may impact future language learning. As statistical learn-
ing tools, neural networks are powerful and adaptive, capable
of modeling change over time, and dealing with noise and
uncertainty in the data. Here we use neural network models

to build predictive models of lexical acquisition. We specif-
ically explore how the representation of a child’s current
vocabulary influences our ability to accurately predict what
words a specific child will learn next. Evaluating our predictive
models on longitudinal language acquisition trajectories, we
interpret the model accuracy as evidence of the importance
of a specific type of lexical knowledge representation in early
acquisition. By understanding the influence of the representa-
tion of a childs linguistic knowledge in our models ability to
predict future acquisition, we aim to isolate the effects of the
role of lexical knowledge on the learning of individual lex-
ical items. In the larger literature of neural networks, neural
networks are essentially optimized feature detection systems,
whose training algorithms work to find the best combination
of complex features that accurately predicts the measure of
interest. In our simple neural networks, the intermediate layer
aggregates input features into representations that maximize
predictability of future language learning. By considering
only simple graphs, we allow for predictive models that are
slightly more complex than generalized linear models but
whose performance is still limited by the usefulness of the
input representation, allowing us to scientifically investigate
the effect of the representation of lexical knowledge on the
ability of these models to predict future acquisition of lexical
items for individual children. We compare model performance
as a direct means to assess the usefulness of a particular
network representation in capturing the relationship between
current lexical knowledge and future language learning for
individual children.

We first briefly review the state of the art in using neural
networks to capture aspects of language acquisition, before
turning to the methods, and detailing the longitudinal data
and vocabulary representations. Next, we discuss the neu-
ral network training and optimization. Finally, we discuss
the different predictive capacity of the various vocabulary
representations and the implications of the results.

II. PAST WORK

Neural network models, as applied to early learning, have a
long history which we review only briefly here. The interested
reader may find a more extensive review of neural networks
applied to the cognitive sciences here [4], [21] and a specific
review of semantic development here [29]. Previous research
also explores neural network approaches to link neuroscience
to early development [27] and to semantic cognition [22]. We
limit our literature review specifically to neural network mod-
els of lexical acquisition, as our prediction task aims to capture
learning of specific lexical items.

Much of the past connectionist work to model lexical
acquisition focuses on capturing infant performance on behav-
ioral learning tasks, with the goal of providing a mechanistic
explanation of language learning in children that can be
verified experimentally. For example, connectionist networks
have been used to understand the role of associative learning
on the emergence of word learning biases [7]. Work using
neural network models tasked with learning word-to-object
mappings, trained on a vocabulary of CDI words, acquires
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useful word learning biases, even though the models are not
directly rewarded for this bias, suggesting that the model
benefits from learning these biases and using them to gen-
eralize to novel word-to-object mappings. These models have
been shown to make novel predictions—about learning for
different types of categories, learning different languages, or
different language proficiency—that have subsequently been
experimentally verified in young children [S]-[7], [30].

Other examples of neural network models applied to
modeling early lexical acquisition include models capable of
capturing word confusability and age of acquisition effects [19],
and the formation and degradation of conceptual categories [22].
These, and other examples of lexical development, explain
behavior with basic mechanistic accounts of associative learn-
ing. One neural network model, which learns to map word-forms
to object referents [23] shows a mutual exclusivity bias—a pref-
erence for novel words to map to novel objects [25], even though
no training instances explicitly exhibited this bias. The model
uses this bias and associative “knowledge” of other words
to quickly and accurately learn new words, even in highly
ambiguous contexts. Another neural network model captures
the acquisition of categories. Interpreting the online learning of
the neural network, the authors provide evidence for a feedback
loop between perceptual features and linguistics labels [38]; the
linguistic labels are thought to support generalization of cate-
gories and thus facilitate learning. The model itself is able to
capitalize on the relationships between category formation and
language learning to provide structure and reinforcement, via
the feedback loop between perceptual and linguistic features,
during learning.

Unlike the work reviewed above, we do not focus on neural
networks as cognitive models. We instead use neural networks
as a means to uncover associations in the environment and lan-
guage knowledge of a child that might be relevant and even
facilitate the lexical acquisition process of young children.
Neural network models are useful tools for modeling devel-
opment because the associative learning framework allows for
different types and timescales of learning to be captured within
a single representation. This is mostly due to the ability of con-
nectionist models to incrementally learn and to have predictive
capacity even when representations are under-determined or
noisy. We leverage the robust learning of neural networks
to provide quantification of the predictive power of differ-
ent vocabulary representations in relation to future lexical
acquisition.

A key assumption to this type of data-driven neural network
model of acquisition is that there are regularities in the way in
which children learn. But the differences are also informative
and predictive. If all children learn similarly, and/or the vari-
ability is not predictive, then high-level features such as the age
of the child should be adequate in predicting lexical growth.
But if there is variability among learners that can be assessed
from vocabulary data directly, then the data-driven approach
can offer unique insights into these trends. Previous work sug-
gests that different types of learners exist and that there are
meaningful similarities in learning within these different types
of learners [15], [20], [28], [33]. For example, network analy-
sis approaches have found that not only are late talkers learning

slower than their peers, but the resulting vocabulary is less
structured than one might expect if the children were simply
learning at a slower rate [3], and in the laboratory, late talk-
ers seem to learn new words differently than their typically
developing peers [6], [36]. Assuming that there are different
types of language learners, and that the vocabulary at any time
point reflects the type of learner a particular child is, machine
learning models may provide a powerful and predictive tool
to aid with classification and diagnostics of a child’s learning
trajectory.

Many features of the language environment likely affect
learning. We note that a large body of work focuses on the
aspects of the language and linguistic environment that affects
language acquisition. Here, we instead assume that the con-
tent of the child’s vocabulary embodies much of the relevant
information about the most influential forces directing the
child’s learning trajectory. While we are agnostic as to which
specific features influence and direct learning, we do assume
that representations that accentuate relevant features will result
in an improvement in model accuracy. We thus infer that mod-
els with higher accuracy are capitalizing on representations
or aggregation methods that accentuate those aspects of the
child’s language or characteristics that are relevant to their
acquisition process. We consider the performance of various
language representations to the baseline child-feature model
to approximately quantify the influence of certain language
representations on predictions, and thus as a proxy for the rel-
evance of this type of linguistic information on the acquisition
process.

With the goal of capturing the role of a child’s current
vocabulary on future language learning, we explore different
ways of representing the child’s current vocabulary knowledge.
Our baseline model considers only features of the child, such
as their age, total vocabulary size, and CDI percentile. If all
children learn similarly, then these features should be informa-
tive and predictive of which words the child is likely to learn
approximately one month in the future. Alternatively, if the
lexical items in the vocabulary of a child captures predictive
information that influences future acquisition such as the
child’s interests in specific themes (for example, animals) or
their language environment, then knowing the semantic con-
tent of the child’s vocabulary will be helpful in predicting
future lexical acquisition.

III. METHODS
A. Longitudinal Vocabulary Data

To train and evaluate the neural network models, we use
data collected as part of a 12-month longitudinal study in the
Colunga Laboratory at the University of Colorado Boulder.
The data were collected over three cohorts. Parents and chil-
dren visited the laboratory at approximately monthly intervals
for a year. On average, children in this paper had 10.9 visits.
We included 83 monolingual children (37 female) in our cur-
rent analysis. At each visit, parents completed a vocabulary
report indicating which, of a fixed set of words, their child
produced. The parental vocabulary report was collected using
the MacArthur-Bates CDI [8] for children between 16 and 30
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age | sex voc. sz | dog | house | ... | zoo
16.2 F 32 0 0 0
kid A | 17.1 F 49 1 0 0
18.9 F 132 1 0 1
193 | M 257 1 0 0
kidB | 205 | M 345 1 1 0
Fig. 1. Example of longitudinal CDI data used as untransformed input and

output of the neural network. Note that only the productive knowledge of the
individual words is the output the neural network models.

months. Our modeling work includes 677 of the CDI's 680
early learned words. Three words [grass, slide (noun), and
work (noun)] were excluded from our analysis due to miss-
ing data. Fig. 1 includes an example of what the CDI data
look like. Across all recruitment phases we have a total of
908 CDI vocabulary reports which form 825 CDI vocabulary
snapshots (i.e., two sequential vocabulary reports). We define a
CDI snapshot as a sequential set of CDI’s where the first CDI
is the (transformed) input to the neural network and the second
CDI is the output (target) vocabulary. In all cases, our model
is given information pertaining the content of the first CDI
report in the snapshot and is tasked with predicting the vocab-
ulary as measured by the later CDI. While the time between
CDIs is usually one month, there is some variability due to
scheduling issues. We attempt to control for this variability
by including the time between CDIs as an input feature to all
neural network models.

The longitudinal study represents many different types of
language learners with the age of the children ranging from
15.4 to 32 months of age during the course of the study. The
median age of children when their first CDI was collected
is 16.4 months. We also have a full range of language ability
represented, as estimated via the CDI percentile measure. This
measure is calculated based on the size of a child’s productive
vocabulary as compared to the child’s age-matched peers. The
range of the CDI percentiles represented in the longitudinal
snapshots is between 3 and 99, with a median percentile of
54. We note that recruitment of participants in the longitudinal
study was biased to over-represent late talkers, or children in
the bottom 20th percentile, as late-talkers are a population of
particular interest in language acquisition research.

B. Neural Network Training

Neural networks were constructed and fit using Torch7, a
scientific computing framework for luaJIT. Models are trained
via stochastic gradient descent and have a single hidden layer,
optimized in size for each trained model. The network archi-
tecture had a variable number of input features based on the
vocabulary representation, a single hidden layer and a logistic
transformation on the output layer such that the probability of
learning a specific word was returned by the model. Learning
rate (), number of hidden units (hu), batch size, number
of epochs until learning rate is effectively zero (o decay),
and momentum () were optimized via step-wise optimization
(e.g., learning rate was optimized first, followed by the number
of hidden units etc. with momentum optimized last.) Table I
shows the neural network hyper-parameters for each model.

TABLE I
HYPER-PARAMETER FOR NEURAL NETWORK MODELS. («) IS THE
LEARNING RATE, hu IS HIDDEN UNITS, Aa ~ 0 IS EPOCHS
WHEN « IS NEARLY 0, (m) IS MOMENTUM AND avg? IS
WHETHER WORD FEATURES WERE AVERAGED. INPUT +6
SHOWS INCLUSIONS OF CDI CHILD FEATURES

model [ input « hu batch Aa=x0 m avg?
CDI child 6 03 800 25 500 .7

CDI word | 677+6 0.8 500 25 200 .9

Semantic 30+6 0.7 300 50 500 5 T
Phonology 37 0.5 200 10 400 .7 F
CDI label 22+6 0.8 500 25 200 7 T
Word2Vec 200 0.2 500 25 650 .7 F

Dropout rate of the hidden units was fixed to 0.5. We note that
there may be better neural network architectures and gradient
decent parameters that could be uncovered by more sophisti-
cated optimization procedures but the greedy-search procedure
was effective for the comparison of interest. During training,
the gradients are only back-propagated for those words that are
learned by the model, thus the model is not penalized, nor are
the weights updated, for incorrect predictions on words that
are already known by the child.

Most of the step-wise optimization procedure was used
to determine the neural network architecture that best suited
the particular representation of current lexical knowledge.
However, some of the parameters directly affected the update
of the internal model weights. We review them quickly here as
this provides increased interpretability to model optimization.
Learning rate decay allows models to quickly learn initial pat-
terns but also adapt later in training to more nuanced patterns
and negates the need to determine stopping criterion since
the learning rate asymptotes to zero. Momentum ensures each
update is a combination of the current error gradient and the
error gradient accumulated from previous time steps. Dropout
was used to minimize overfitting and was fixed at 0.5; so dur-
ing training, the model only had access to an expected 50%
of the hidden units. During model evaluation, all hidden units
were available. Overall parameter selections (including input
feature size) are presented in Table I. We note that optimization
happened via fivefold cross-validation at the child level such
that all data for a particular child was in the same fold. Thus,
model performance is based not only on generalization to
unseen vocabulary representations but also to unseen children.

IV. NEURAL NETWORK MODELS

We ask two main questions with this paper.

1) To what extent does the vocabulary knowledge of a child
increases predictability of which words the child will
learn next? It is possible that children generally learn
words in a certain order, and that knowing the spe-
cific lexicon of a child is not helpful for our predictive
models.

2) Assuming the set of words a child knows is predictive of
the words they will learn next, how can we best represent
the lexical knowledge of a child to our simple neural
networks?

Different representations of a child’s vocabulary knowledge
may allow for a more robust and accurate predictive model of
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the words the child is likely to learn next. The performance
of our models with various definitions of lexical knowledge
may provide insight into the types of information that is
guiding language acquisition. We use two broad types of rep-
resentations to capture a child’s lexicon. First, we explore
representing vocabulary knowledge by decomposing individual
words into lower level units, for example breaking down the
sounds of the words to capture phonemic level information.
Second, we consider representations that aggregate word
knowledge, for example aggregating latent space vectors to
capture a multidimensional description of the words a child
knows.

This leads to six models.

1) CDI child feature model-based demographic information
of the child.

2) CDI word model based on the CDI vocabulary report of
a child’s productive vocabulary.

3) Semantic model based on the semantic features of partic-
ular words in the child’s vocabulary based on the McRae
feature norms [24].

4) Phonology model which considers the child’s phonolog-
ical composition of their productive vocabulary.

5) CDI label model which captures the production of words
within particular categories as labeled on the CDI.

6) Word2Vec representing the child’s productive vocabu-
lary as a combination of vectors in a high-dimensional
linguistic space.

Finally, we construct ensemble models as a way to explore
whether the types of language representations are redun-
dant or whether the various representations increase model
predictability. We further motivate these representations below.

A. Lexical Knowledge and Input Representations

In our first simulation experiment, we explore whether
vocabulary knowledge is helpful in predicting future language
learning. To this end, we train two neural network models,
one that only has access to information related to the child’s
developmental stage and another neural network with the addi-
tional information as to the specific words on the CDI that are
currently in the child’s vocabulary. We call the demographic
model the CDI child feature model. This model, with a total
of six features, includes the child’s age (both at time of CDI
collection and time at CDI prediction), vocabulary size, sex,
number of visits to the Colunga Laboratory, and CDI per-
centile. This model is the simplest model and contains standard
information researchers usually use to assess a child’s lexical
knowledge and approximate their language ability.

We create the CDI word feature model by combining the
features in the child model and a 677 binary word vector indi-
cating if the child reportedly produces each specific word on
the CDI or not. It is not clear that knowing the child’s current
productive vocabulary will outperform the child model which
has access only to the child features but learns via training on
other snapshots the general trend of the order in which words
are acquired, as there is much more individual variability in
the words a specific child knows. The variability may wash
out meaningful signals from which the neural network would

learn. In fact, previous work on logistic regression models
found that the child-features outperformed a model based on
the individual words the child knows [2]. In the neural network
approach, we explore this question again, asking whether the
content of the child’s vocabulary improves model accuracy in
predicting future language learning.

Intuitively, it is also possible the CDI word-feature model
will be the best performing model. The neural network has
access to input that may allow for the learning of individ-
ualized trajectories for each word, capturing both temporal
dependencies (like boat is usually learned later than car) and
relational dependencies (such as red is usually learned in rela-
tion to blue). Further, the neural network model, even with
only one hidden layer, has internal states that may allow the
model to aggregate this information in useful ways, increasing
predictive accuracy. Alternatively if there is systematicity in
word learning at a level different than the individual words,
the predictability of this model may be less than other vocab-
ulary representations. For example, if the number of animal
words a child knows is important for predicting future learn-
ing of animal words, this word-level model may perform less
accurately than a model that clusters words based on semantic
or syntactic categories.

Turning to our final question, we explore how representing
lexical knowledge in different ways may affect the predictabil-
ity of future language learning. Here we introduce a few
representations that consider language knowledge at a differ-
ent scale than individual words. We consider two classes of
representations that: 1) break down the words into specific
features and 2) those that aggregate the words into categories
or higher level representations. We choose this perspective as
a means to assess whether the neural network can more accu-
rately predict future word learning from lower-level features or
more high-level abstract information about a child’s lexicon.
This may help direct future developmental research focused on
understanding the role of different kinds of linguistic features
that may influence early lexical learning.

We first consider two ways of representing the child’s
current vocabulary in a more fine-grained way—one based
on semantic features, and the other based on phonological
information. We considered the McRae feature norms [24]
as an approximation of features related to concrete nouns
that might bolster early lexical acquisition. These norms
were collected based on adult judgments in which individuals
were asked to list features of concrete nouns. Features were
aggregated to capture general types of features such as tax-
onomic and encyclopedic features (e.g., taste, animacy, fact,
and description) [1]. We use the McRae features (e.g., planes
have wings) and the number of each type of feature (e.g.,
number of taxonomic features of a plane) as input to the
neural network. The McRae feature vector representation is
30 continuously valued input features from the McRae fea-
ture dataset (and include word features such as word length,
binary vector representing whether a word has the feature,
number of taxonomic features, etc.). This particular represen-
tation only overlaps with about 200 of the 677 CDI words,
namely the concrete nouns. To approximate the whole vocab-
ulary knowledge of the child, we consider the average of the
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individual features of the child’s productive vocabulary assum-
ing that word is in the McRae feature data set. Even though
the input representation is only based on nouns, we still eval-
uate the model on the prediction to the whole set of CDI
words. We call this representation Semantic. Because a child
may have multiple words that share a specific feature, we
aggregate together all of the individual McRae feature vec-
tors for all words that the child knows in order to represent
the child’s vocabulary knowledge. Previous work has found the
McRae representation has minimal predictability in accounting
for acquisition of young children using network analysis [16].
Here we test the usefulness of this representation within a
neural network model.

We then consider the phonemic composition of individual
words. Past work shows the sounds of words play a signifi-
cant role in learning [31], [32] and that computational models
can capture this effect [34]. Here we consider the individual
words a child produces and construct a vector representation
of how many times a given phoneme appears in the child’s cur-
rent vocabulary. IPA transcription is done using lingorado.com.
For words with multiple transcriptions, we consider the form
related to the American accent and/or the most common tran-
scription. We took an approach of broad transcription, ignoring
subtle and dialectical variants. In total, we consider 37 differ-
ent phonemes (including diphthongs). Each word is a vector
representation of the 37 phonemes indicating the count of the
number of times each phoneme appears in the word. Each
word is aggregated together in order to represent the whole
(CDI) vocabulary of the child. Research related to phonolog-
ical importance in early learning suggests there is a strong
effect of word onset and word rhyme [14] but other work
has instead suggested phonemic awareness is a better predic-
tor [17]. While this approach of modeling acquisition with
neural networks could provide some insight to this debate, for
this paper we consider only phonemic content and ignore loca-
tion of the phoneme in the word. We call this representation
Phonology.

To represent the aggregated lexical knowledge, we first con-
sider a measure of categories such that input to the neural
network includes the number of items in a particular cate-
gory that the child knows. On the CDI form itself, words are
classified into 22 different linguistically informed groups, cap-
turing semantic themes such as “animal,” and “people,” and
grammatical classes like “action words,” and “helping verbs.”
There is also a class that contains sound effects, including
words like “owie” and “woof.” Using these classes, we rep-
resent the child’s current vocabulary as counts of the number
of words the child produces from each class. Each class does
not have equal representation in the CDI and we do not nor-
malize by the size of the class. Instead, we let the network
learn both frequency of each class and predictability of that
class in future language learning simultaneously. This repre-
sentation suggests what word a child learns next is related to
the collective categories of words the child knows now. For
example, this model may more easily pick up on a child’s pref-
erence for learning food words. This preference could be due
to specific interests of the child [9], the the language input
the child receives from the parent [35], or other features of

the environment. We withhold judgment as to what aspects
of learning might motivate the accuracy of this model, testing
instead whether or not this type of vocabulary representation
can capture future learning language as well as or better than
the CDI child model and the other models we consider. We
consider this to be the CDI label representation.

For our final representation, we consider an aggregate
representation that has been particularly useful in modeling
adult language. Word2Vec uses a large corpus of data to
build up a rich representation of words [26]. We explore
the use of this representation to capture child language
acquisition. Using the Word2Vec algorithm, which considers
co-occurrence frequency of words and the neighborhood of
the word in text/speech, we constructed a 200-dimensional
vector representation of nearly all words in the CDI using a
Word2Vec representation trained on a large GoogleNews cor-
pus. We assume this is an aggregate representation rather than
a decomposition because Word2Vec requires co-occurrence
information as well as information about those word’s nearby
contexts, resulting in words that have both context and rela-
tional information. Vector representations of compound words,
like peanut butter, are constructed by averaging the individual
representations of the component words. Natural language pro-
cessing models using Word2Vec representations have found
syntactic, co-occurrence, semantic, and even phonological
information embedded in the complex vector representa-
tion [26]. We consider this representation as input to the neural
network under the assumption it captures the complexity and
relationships of the language children eventually learn. We call
this input representation Word2Vec.

We believe that by extending the representation of each
word to a vector representation, rather than a single value,
the model will more accurately capture the language learn-
ing of individual children. We also suspect that some of these
representations will fail to account for language acquisition.
This failure may suggest features which are not readily avail-
able to young children. One additional consideration of these
representations is how to aggregate the word specific vec-
tors to accurately represent a child’s holistic productive (CDI)
vocabulary knowledge. We consider both averaging and sum-
ming the individual word vectors. In the case of averaging,
vocabularies are size-invariant and have the same relative
activation across all children and age. When summing the
individual vectors, information regarding the child’s age and
vocabulary size is indirectly measurable based on the activa-
tion level since larger vocabularies will have more instances
of each feature (e.g., the phoneme I is more frequent in
larger vocabularies). Beyond the method of aggregation, we
also consider whether we see an improvement in predictabil-
ity when we include the child specific features of the CDI
child model. We consider both a model with and without
the child features because many features are highly correlated
with child demographic information. With limited data, the
high correlation among features can negatively affect model
performance.

All in all, we construct four different variants for each
feature representation. One averages the individual word rep-
resentations and one sums the word representations. We also
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Fig. 2. Input representations to the neural networks with different methods
of aggregation for a child. Top row represent summing the individual word
vectors in the child’s vocabulary, and bottom row indicates averaging individ-
ual word specific vectors. The x-axis indicates CDI time points. Lighter color
indicates higher activation.

consider the effect of adding in the child features to each of the
input representations. We compare the performance of these
models to the CDI features directly. In practice, these mod-
els contain different amounts and types of information. Fig. 2
visually represents the vocabulary of child under the input vari-
ants discussed above. The top row assume individual word
representations are summed, while the bottom row illustrate
the averaging of word representation for each child. The age
of the child at the time of the CDI is indicated along the x-
axis. Words are roughly sorted based on parts of speech (e.g.,
noun, adjectives, and verbs).

V. EVALUATION

We first evaluate models based on their performance in
terms of minimizing negative log-likelihood (llk) error on the
validation set. Error is computed only for words that were
unknown by the child at the beginning of the snapshot, thus
we do not penalize the model for incorrectly predicting that
known words stay known. Once network architecture is opti-
mized for each representation, we select a single model to
investigate. Only after fixing the network architecture and
hyper-parameters, which are chosen via cross-validation, do
we consider the withheld test set. The test set includes unseen
children and all their respective CDI snapshots.

We evaluate performance by averaging the negative llk error
of all predictions. Note, this more heavily penalizes the vocab-
ulary snapshots of children with smaller vocabularies as we
only predict unknown words but gives us more insight into
the ability of the model to predict learning. We also esti-
mate predictive accuracy based on percent overlap and receiver
operating characteristic (ROC) measures. Percent overlap mea-
sures the overlap between the k words reported as learned
by the child and the k¥’ words that are predicted as most
likely to be learned by the model. The percent overlap mea-
sure approximates how accurate the model is at correctly
predicting which words are learned but does not consider cor-
rect predictions of words that are not learned. We report the
median percent overlap across children. ROC curves compute
the tradeoff between true positives and true negatives as the
cutoff for converting probabilities into learned and unlearned
varies. To capture model performance in relation the ROC
curve, we present the area under the ROC curve (AUC) as

well as summary measures of accuracy and discriminabil-
ity (d-prime). We assume for both accuracy and d-prime the
threshold is the point in which learning events are predicted
with equal frequency to what is observe within the particular
CDI learning snapshot. Also included is the #-statistic from a
paired t-test on average llk of the specific model compared
to the CDI child model for the unseen CDI snapshots in the
test set.

Accurately predicting individual word learning has many
applications. But simple predictive assessment may mask
developmental changes. For example, assume children attend
to phonological features early in language learning only then
to attend later in development to semantic features. We would
then expect the phonological feature neural network to be
particularly adept at predictions of young children or chil-
dren with small vocabularies. We would also predict semantic
neural networks to capture changes in productive vocabular-
ies of older children with higher accuracy. Thus, we consider
performance variability related to the child’s language ability,
age, and vocabulary size.

Just as we consider the effect of performance on individual
children, we can also compare performance across individ-
ual words. It is possible that the representation based on the
Semantic feature norms [24] will be extremely accurate at
predicting the acquisition of concrete nouns but generalize less
well to action verbs or abstract nouns. We investigate this by
considering the performance of models based on the average
age at which a word is learned. Because earliest learned words
are often concrete nouns [12], we might expect the models
with semantic information to perform best early in devel-
opment. Further, if certain words are predominantly learned
by children of a certain age, and other words are learned
based on individual differences, we can expect overall accu-
racy differences when considering individual word acquisition
patterns [20].

We also consider ensemble models where we combine
the individual predictions of the neural networks to increase
predictive accuracy. We aim to further capture what types of
vocabulary representations are most useful in predicting future
lexical acquisition. We describe these ensemble models after
discussing the results and performance of the current neural
network models mentioned above.

A. Baseline Performance

Negative 11k is a useful and efficient metric for training neu-
ral networks; but as a measure, it can be difficult to interpret.
To understand performance of these neural network models,
we orient the readers by introducing a few llk scores for com-
parison. If the model always returned 0.5 as the probability of
learning a word, the average llk score of predictions would be
0.631. If we condition on words such that the model returns
the probability of learning a given word proportional to the
empirical data, the result is a llk score of 0.496. We can fur-
ther improve this basic prediction by conditioning on the age
of the child. Here we can use two independent predictions.
One is from the published CDI norms [8] which indicate the
proportion of children at a given age who reportedly produce
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TABLE 11
NEURAL NETWORK PERFORMANCE OF SI1X DIFFERENT MODELS
model [ Ik % overlap AUC acc d prime t-stat.
CDI child 312 36.9 816 .840 167 —
CDI words | .311 36.2 816 .843 167 7.4
Semantic 314 36.3 809  .837 165 -7.8
Phonology 312 37.1 814 .840 167 -8.3
CDI label .307 37.6 820  .843 170 20.5
Word2Vec 312 37.3 815 .841 .166 6.4

a specific word. We can also estimate the learning rate of indi-
vidual words directly from the data. Using the published CDI
norms and the empirical age of acquisition results, we get a llk
of 0.456 and 0.453, respectively. Values closer to zero indicate
better model performance.

Our final (informed) baseline 1lk measure uses logistic
regression models for prediction. Training an individual logis-
tic regression for each word, we predict, given a child’s current
vocabulary, if the child learns a specific word. Aggregated
to predict the whole vocabulary of a child, we find a neg-
ative llk score of 0.391. See [2] for more detail on the
modeling framework and results. Any model that contains use-
ful information to word prediction must clearly outperform
this logistic regression model by attaining a score smaller
than 0.391.

All neural network models outperform logistic regression
models. Of the models tested, the model with the worst
performance still had a negative llk error of 0.32. With this
result we can now compare neural network models directly.
As mentioned above, all models were individually optimized
for learning rate, batch size, number of hidden units, momen-
tum, and learning rate decay. We ignore the specifics of
optimization other than to remind the reader that we did step-
wise optimization for each free model parameter and for each
model individually. We first consider the CDI-based models
and then we turn to the feature-based models.

B. CDI Models

As discussed in Section IV-A, we construct and train a
global Child model that includes only the child features as our
baseline model. We then compare performance of this model
to the Word model which includes the individual vocabulary
words that the child can produce for a total of 683 features.
In Table II, we report summary performance of these CDI
representations by average negative 11k for all 171 snapshots
(17 children) in the test data. Table II shows that the CDI
word representation performs better than the CDI child model
in 1k, and accuracy which is near 84.3%, suggesting that
knowing the individual words a child knows increases over-
all performance of our predictive models. However, looking
at aggregate performance, it is difficult to capture where the
gains of the word-based model are. For example, it is possible
that this model is a better model for every child in the test-
ing data set. Alternatively the CDI word model may see gains
for a sub-population of learners or snapshots capture specific
populations of learners, performing better for a subset of the
snapshots explored. To examine this idea, we turn to Fig. 3.
In this figure, we plot the difference between the CDI child
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Fig. 3. Performance differences of the CDI word model compared to the

CDI child model. Zero means the models perform equally. Histogram is
the frequency of an individual snapshot being better fit by the CDI child
model (pink) or word model (green). Data is sorted by the child’s age, then
vocabulary size, and percentile.

model and the CDI word model along the x-axis. We then
consider features of the child along the y-axis. From left to
right, we order snapshots by the age of the child, vocabulary
size, and percentile. We normalize the x-axis so positive val-
ues indicate that the CDI word model is performing better and
negative values indicate that the CDI child model is perform-
ing better. We include a density plot (right of the scatter plot)
to indicate the number of snapshots that are best fit by each
model for the range of child features we consider.

We find that the CDI Child model performs on par with
the CDI model for children with higher percentiles but not as
well for children with small percentiles. This result is in line
with other work that finds higher variability and more hetero-
geneity in the lexicon of children with lower CDI percentiles,
e.g., [10]. In practice, this means our CDI word specific model
has the greatest improvement over the baseline CDI child
model for children who have a CDI lexicon that is smaller than
average. The fact that the CDI word model shows strongest
gains for a population that is known to be variable in their
learning strategies suggest that this data driven approach can
leverage meaningful trends to predict future acquisition. In
future work, we aim to explore what these trends are and
if they can provide direct insight into different strategies or
environments that might impact a toddler’s language ability.

C. Feature-Based Models

While the individual words a child knows as recorded by
the CDI are useful in predicting the words the child will learn
next, we are also interested in whether the CDI is the best
representation of the content and structure of a child’s cur-
rent productive vocabulary. It may be that by representing a
child’s vocabulary as an aggregate set of word-feature repre-
sentations, we can outperform the CDI models. In this section,
we discuss the resulting model performance when using our
Semantic features, Phonology, CDI label, and Word2Vec rep-
resentations. As mentioned above, we also consider whether
averaging or summing the individual word features produces
the best predictions. We also briefly discuss whether adding
additional child specific information such as age improves
performance of the language representations.

We find different aggregation processes of the vocabulary,
even within a specific representation, have large effects on the
ability for a model to predict future lexical acquisition. Across
all representations, there is no best aggregation method. Two
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of the models (the Semantic feature norms and the CDI label)
performed significantly better when including child specific
features, suggesting that the child information of age, per-
centile and vocabulary size are not independently useful for
some representations. The other models, including phonol-
ogy, saw no reliable improvement when including the child
features.

The fact that there are some representations that do not
benefit from the inclusion of child level features may suggest
that there are a subset of words that are learned systemati-
cally [6], [15] which can be used to mark development and
other child specific features, resulting in a redundancy between
vocabulary representations and child features. Additionally,
half of the representations were most predictive when the indi-
vidual word representations were summed across the whole
productive vocabulary. The remaining showed increased accu-
racy when the individual word features were averaged. We find
that when the features are averaged, child features increase
accuracy further highlighting the fact that summing the fea-
tures preserves information about the child’s age and poten-
tially about their language ability as vector “activity” increases
as vocabularies grow. Table I details what models used the
child features as well as what models were averaged (as
opposed to summed) in order to aggregate the individual repre-
sentations of the words. For the rest of our analysis we choose
the best aggregation model for each vector representation of
the lexicon.

We now turn to the performance of the models we classified
as being a decomposition of the vocabulary knowledge—the
Semantic feature norms and Phonology. In Table II, we see
that the Phonology reaches comparable performance with the
child feature model even though this model has no direct
information about the words in the child’s vocabulary or fea-
tures of the individual learner but only information about the
phonemic composition of the words in the child’s vocabulary.
However, the paired #-test suggests that this model performs
worse than the child feature model on a kid-by-kid measure
as indicated by a large negative t-statistic. The decrease in
predictive performance of the phonemic model when com-
pared to the CDI word model suggests that children are not
only learning words based on their ability to pronounce and
parse the phonemes. While it is a necessary condition for chil-
dren to understand the word they are learning to produce,
phonemic production is not enough to predict what words
a child will learn next. While not a surprising result, the
performance loss of this representation compared to that of the
CDI word model validates the ability of model performance
to provide an indirect means to quantify the usefulness of
various representations in predicting future lexical learning of
individual children.

We also see that the neural network using the Semantic
feature representation is unable to outperform the child fea-
ture model. Previous work has found that the feature norms
themselves do not adequately capture the relevant features to
small children (e.g., [16]). This result is not unexpected as the
McRae feature norms include features, such as encyclopedic,
that are learned much later in development [24]. We summa-
rize performance of these decompositional models in Table II.
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Fig. 4.  We consider difference of performance of the CDI word model as

compared to the CDI child model. Zero means the model perform equally
well. The histogram represents the frequency of an individual being better fit
by the CDI child model (pink) or the CDI word model (green). From left to
right, and along the diagonal axis, the data is sorted by vocabulary size and
percentile.

In general, these results suggest that considering words, rather
than their constituent parts is more useful in predicting future
language acquisition trajectories.

We now consider representing the vocabulary knowledge
through aggregating individual words into a higher-level rep-
resentation of vocabulary knowledge. Here we consider the
category labels from the CDI in our CDI label model and the
Word2Vec representation of the child’s vocabulary. Both of
these models outperform the CDI child model on most mea-
sures and has similar performance as the CDI word feature
model (see Table II). In fact these models tend to outper-
form the CDI word model, implying some representations of a
child’s vocabulary can provide additional information, beyond
predictions based on the individual words a child knows. Our
findings suggests that we gain improvement in predictabil-
ity of individual acquisition when the model has access to
category information or more general information about the
words a child knows. The improvement of these aggregated
vocabulary representations implies that what is most impor-
tant to predicting future word learning is what categories and
linguistic structure the child has in their productive vocab-
ulary rather than the individual words the child currently
knows.

Collectively, the results suggest the CDI label model and the
Word2Vec model increase predictive capabilities of our models
to accurately predict what words are likely to be learned next
by specific children. We consider if this is conditional on a spe-
cific point in development or specific words in Fig. 4. Here
we normalize such that zero indicates that the child model
is the best of the language feature models we consider. We
then plot the difference from zero and show the density of
the best performing model as a function of vocabulary size
and age. Unlike the previous plot, we do not consider each
model compared to the CDI child model but instead compare
all jointly. This masks the fact that some models (particularly
the CDI label model) outperform the CDI child model much
more frequently than other models, but instead highlights the
statistics of the children in which the CDI child model consis-
tently outperforms other models. As before, the child model
does well for children who are in general good at learning
language. This suggests that the CDI child model is learning
only high-level trend and where there are only a few words
left to learn the high-level trend is predictive. We also see
here that the Word2Vec model and the CDI word model are
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TABLE III
PERFORMANCE OF ENSEMBLE MODELS ON TEST DATA

model ‘ Ik % overlap AUC acc  d prime
Avg. Ens. .307 36.1 .820  .843 .169
Wgt. Ens. .306 36.5 821 .843 171
Word Vote | .310 36.7 817 842 .168

particularly good for children with low percentiles and chil-
dren with small vocabularies. This suggests that the Word2Vec
representation, or the individual words on the CDI may be
capitalizing on systematicity in early language learning that is
not easily interpreted by humans, a finding that requires more
investigation.

D. Ensemble Models

The above results help us to capture the role of a particular
type of language representation in predicting future language
learning. Now we explore whether the information contained
in these predictions are independent or redundant. To explore
this question, we construct ensemble models that weigh var-
ious model predictions in hopes of training a more powerful
predictive model. We now consider a few ensemble models
based on the individual predictions of the four language rep-
resentations, models 3)—6). We also include the CDI child and
CDI word models in our ensembles. We note that it is possible
to train neural network models that include multiple represen-
tations as input, but we instead focus on averaging the final
predictions.

The most basic ensemble model simply considers each of
the best performing models equally. In this Avg. Ensemble
model, we combine prediction across the CDI child and CDI
word model as well as the language representation models
3)-6). The performance of this ensemble model, as reported
in Table III is comparable to the CDI child model. This
ensemble does not outperform the best input representations
discussed above. The fact that this ensemble model does not
outperform the CDI child model suggests that the types of
information each representation is using to predict are not
equally relevant and the success of certain models is effec-
tively canceled out by the poor performance of other models.
The second Wgt. Ensemble uses the combined training data
and validation data to learn the optimal contribution of each
model. This learned weighting is then applied to the test data.
Table IIT shows that this model performs better than simply
averaging all predictions together but still does not outper-
form our best single feature model of CDI label. Looking
at the weighting of the individual representations, this model
suggests that the vocabulary representations that are most
useful are the CDI label and the CDI word representations,
accounting for 32% and 67% of the total estimates, respec-
tively. The CDI child model, the Semantic feature model, and
the Phonology model are almost completely ignored in the
optimal weighting. Even though this ensemble model is not
more predictive than the best performing single feature model,
the weighting of each model indicates what features of lan-
guage learning are most predictive of future lexical acquisition.
The fact that the CDI label model and the CDI word model

are significant contributors to the final predictions suggests that
knowing the child’s vocabulary as well as higher level cate-
gory information is useful in predicting future acquisition. We
believe that this ensemble model could be made more power-
ful with more data and suggest that researchers interested in
modeling acquisition consider both category information and
word level information.

The method of combining our individual neural network
models affects predictive ability. Surprisingly, many of these
models, especially the models that take into account general
features of the child, fail to perform as well as the CDI word
feature model, suggesting that the information contained in
these representations may be redundant or have less predictive
information as compared to the CDI word model. We find that
the Wgt. Ensemble model performs the best of our ensembles.
This weighted ensemble model considers the CDI word feature
model most heavily but also weighs the CDI label represen-
tation. These results suggest that there may still be unique
information in the some of representations that could aid in
predictions of individual word acquisition of unseen children
but that due to limitations in data availability or model archi-
tecture these ensembles are not able to easily capitalize on
this information. The similarity between the weighted ensem-
ble model and the average ensemble model suggests that the
benefit of these various representations can be accessed nearly
as simply by averaging predictions of all models as opposed
to optimizing current model weights. In the future we aim to
further investigate how to integrate these different representa-
tions to build a more accurate and robust predictive model of
lexical acquisition.

VI. CONCLUSION

We find evidence that developmental changes as captured
by child level features and the individual words a child knows
now have an impact on which words a child will learn next.
Individual words in a child’s vocabulary are informative in
predicting future vocabulary growth. The CDI word model,
which contains the words produced by the child reliably out-
performed the CDI child feature model. This confirms our
intuition that the individual words a child knows contains rele-
vant information beyond that provided by knowing the child’s
age and vocabulary size. This is an interesting result when
placed in the context of current diagnostic and intervention
techniques in clinical practice. Many vocabulary assessment
tools rely only on information pertaining to the size of the
child’s vocabulary, with little attention to the specific words
known by the individual learner. The predictive accuracy of
our network models suggest that we can improve our assess-
ment of children’s development by looking at the individual
items in a child’s productive vocabulary. The success of the
CDI label model also suggests that the category structure of
a child’s vocabulary may be important to understanding their
language learning ability.

These modeling results additionally suggest the need to con-
sider differences in learners. The content of the vocabulary
significantly improves our ability to predict future acquisi-
tion, suggesting that an individual’s vocabulary has relevant
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and predictive information about the type of learner—and the
learning trajectory—of a particular child. While we remain
agnostic as to the nature of the relationship between known
words and future learning, we find strong evidence of the
importance of the current vocabulary both in the CDI word
feature model and the CDI label model. However, Semantic
features (capturing semantics) and the Phonology model per-
formed significantly worse than the CDI child model possibly
because these representations do not aggregate the child’s cur-
rent vocabulary knowledge in a meaningful way. In later work,
it may be interesting to consider why these models fail. For
example, the chosen phonological representation may fail to
capture features relevant to young learners, such as phonemic
onset, rhyme, sound similarity, or the difficulty of pronouncing
individual phonemes [13], [14], [17].

More interesting than the failure of individual represen-
tations is the feature representations that perform on par
with, or better than, the individual word representations.
The feature aggregation using the CDI label or word class
labels is reliably the best performing model. This suggests
knowing something about the category of words a child
knows can help in predicting acquisition of individual words.
This representation is possibly capturing important features
in the lexical knowledge of young learners. The Word2Vec
model, which did not include the child features in the neu-
ral network representation, performs on par with the CDI
child model, suggesting that representing the child’s vocab-
ulary knowledge as various features that are themselves
difficult to interpret still allows for the model to learn
and that these vector representations can capture all of the
information available in the high-level information about the
learner even though the information available to the neural
network excludes this information. Future work should con-
sider how this Word2Vec representation could be tailored to
capture information that may be more relevant to our young
learners—for example instead of training on the GoogleNews
corpus, we could train on children’s books or child-directed
speech.

The performance of these aggregated knowledge represen-
tations begs further investigation—is the success of these
representations the result of the model’s ability to capture
different learning styles which allow for easy detection of a
learner’s trajectory? Or are these representations abstracting
vocabulary content in a way that represents language knowl-
edge from the perspective of a toddler in a more useful way?
Capturing the learning trajectory may be the most reliable
prediction of future growth, allowing our models to accurately
predict future acquisition and provide additional insight into
important differences in learning trajectories. Classification of
these trajectories and different learning styles may also be
possible. These aggregated lexical knowledge models perform
especially well for a particular group of children commonly
known as late talkers, children who know fewer words than
their age-matched peers, raising important future directions
in the diagnosis and intervention design for children with lan-
guage learning difficulties. In future work, we plan to use these
representations to model the language trajectory as opposed
to individual word learning.

Previous work has suggested that children with lower CDI
percentile have more variance in the words they learn than
children who have higher CDI percentiles [3], [6], [15], [37].
An implication of these results is that children who are having
more difficulty with language have widely variable learning
strategies. Given this idea, the success of some of the mod-
els for this population of late talkers is hopeful. It offers a
model to predict future word learning and may also suggest
what types of attentional mechanisms may differ between late
talkers and their peers. This paper shows that we can quantify
differences in the vocabulary of these children in ways that aid
in prediction of future language learning. We hope to use this
insight to explore the attentional and learning mechanisms that
result in learning differences between these groups in future
work.

By considering the developmental aspects inherent in this
type of modeling, we can make predictions (and evaluate those
predictions) of how a specific child’s vocabulary will grow.
This type of modeling approach will allow us to capture and
explain the effect of certain features in language learning as
related to development, and in turn, might allow us to dis-
tinguish late talking children who will catch up to their peers
from those late talking children who will not, allowing for tar-
geted and early interventions. Given that the neural networks
are able to predict future acquisition with some degree of accu-
racy, we can begin to predict further than one month, assessing
language ability throughout the course of early development.
We can also use these different language representations to fur-
ther tease apart different types of learners and the acquisition
process of late- and typically developing children.

It is still an open question whether the performance of these
models can be increased with more data—which is time inten-
sive and challenging to collect. If instead we can use insights
from machine learning to direct researchers to specific lexical
features of relevance, we may improve the ability of develop-
mental psychology to expand their understanding of learning
without having to do exploratory data-intensive investigations.

REFERENCES

[1] L. W. Barsalou, W. K. Simmons, A. K. Barbey, and C. D. Wilson,
“Grounding conceptual knowledge in modality-specific systems,” Trends
Cogn. Sci., vol. 7, no. 2, pp. 84-91, 2003.

[2] N. M. Beckage, M. Mozer, and E. Colunga, “Predicting a child’s trajec-
tory of lexical acquisition,” in Proc. 37th Conf. Cogr. Sci. Soc., 2015,
pp. 190-195.

[3] N. M. Beckage, L. B. Smith, and T. T. Hills, “Small worlds and semantic
network growth in typical and late talkers,” PLoS ONE, vol. 6, no. 5,
2011, Art. no. e19348.

[4] M. H. Christiansen and N. Chater, “Connectionist psycholinguistics:
Capturing the empirical data,” Trends Cogn. Sci., vol. 5, no. 2,
pp. 82-88, 2001.

[5] E. Colunga and C. E. Sims, “Early-talker and late-talker toddlers and
networks show different word learning biases,” in Proc. 34th Annu.
CogSci. Conf., 2012, pp. 246-251.

[6] E. Colunga and C. E. Sims, “Not only size matters: Early-talker and
late-talker vocabularies support different word-learning biases in babies
and networks,” Cogn. Sci., vol. 41, no. S1, pp. 73-95, 2017.

[7]1 E. Colunga and L. B. Smith, “From the lexicon to expectations about
kinds: A role for associative learning,” Psychol. Rev., vol. 112, no. 2,
p- 347, 2005.

[8] P. S. Dale and L. Fenson, “Lexical development norms for young
children,” Behav. Res. Methods Instrum. Comput., vol. 28, no. 1,
pp. 125-127, 1996.

Authorized licensed use limited to: UNIVERSITY OF COLORADO. Downloaded on June 14,2020 at 17:22:09 UTC from IEEE Xplore. Restrictions apply.



BECKAGE et al.: QUANTIFYING ROLE OF VOCABULARY KNOWLEDGE IN PREDICTING FUTURE WORD LEARNING

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

J.S. DeLoache, G. Simcock, and S. Macari, “Planes, trains,
automobiles—And tea sets: Extremely intense interests in very young
children,” Develop. Psychol., vol. 43, no. 6, pp. 1576-1586, 2007.

L. Fenson, P. S. Dale, J. S. Reznick, E. Bates, D. J. Thal, and
D. J. Pethick, “Variability in early communicative development,”
Monographs Soc. Res. Child Develop., vol. 59, no. 5, pp. 1-185, 1994.
R. R. Fewell and B. Deutscher, “Contributions of early language and
maternal facilitation variables to later language and reading abilities,” J.
Early Interven., vol. 26, no. 2, pp. 132-145, 2004.

D. Gentner, “Why nouns are learned before verbs: Linguistic relativ-
ity versus natural partitioning,” Center Study Reading, Univ. Illinois at
Urbana—Champaign, Urbana, IL, USA, Rep. 257, pp. 1-77, 1982.

J. A. Gierut, M. L. Morrisette, M. T. Hughes, and S. Rowland,
“Phonological treatment efficacy and developmental norms,” Lang.
Speech Hearing Services Schools, vol. 27, no. 3, pp. 215-230, 1996.
U. Goswami and P. Bryant, Phonological Skills and Learning to Read.
Chichester, U.K.: Wiley, 1990.

J. Heilmann, S. E. Weismer, J. Evans, and C. Hollar, “Utility of the
macarthur-bates communicative development inventory in identifying
language abilities of late-talking and typically developing toddlers,”
Amer. J. Speech Lang. Pathol., vol. 14, no. 1, pp. 40-51, 2005.

T. T. Hills, M. Maouene, J. Maouene, A. Sheya, and L. B. Smith,
“Longitudinal analysis of early semantic networks: Preferential attach-
ment or preferential acquisition? Psychol. Sci., vol. 20, no. 6,
pp. 729-739, 2009.

C. Hulme, P. J. Hatcher, K. Nation, A. Brown, J. Adams, and G. Stuart,
“Phoneme awareness is a better predictor of early reading skill than
onset-rime awareness,” J. Exp. Child Psychol., vol. 82, no. 1, pp. 2-28,
2002.

L. B. Leonard, Children With Specific
Cambridge, MA, USA: MIT Press, 2014.

P. Li, I. Farkas, and B. MacWhinney, “Early lexical development in
a self-organizing neural network,” Neural Netw., vol. 17, nos. 8-9,
pp. 1345-1362, 2004.

J. Mayor and K. Plunkett, “A statistical estimate of infant and tod-
dler vocabulary size from CDI analysis,” Develop. Sci., vol. 14, no. 4,
pp. 769-785, 2011.

J. L. McClelland et al., “Letting structure emerge: Connectionist and
dynamical systems approaches to cognition,” Trends Cogn. Sci., vol. 14,
no. 8, pp. 348-356, 2010.

J. L. McClelland and T. T. Rogers, “The parallel distributed process-
ing approach to semantic cognition,” Nat. Rev. Neurosci., vol. 4, no. 4,
pp. 310-322, 2003.

B. McMurray, J. S. Horst, and L. K. Samuelson, “Word learning emerges
from the interaction of online referent selection and slow associative
learning,” Psychol. Rev., vol. 119, no. 4, p. 831, 2012.

K. McRae, G. S. Cree, M. S. Seidenberg, and C. McNorgan, “Semantic
feature production norms for a large set of living and nonliving things,”
Behav. Res. Methods, vol. 37, no. 4, pp. 547-559, 2005.

Language Impairment.

[25]

[26]

[27]

(28]

[29]

[30]

[31]

(32]

(33]

[34]

[35]

[36]

(371

[38]

159

W. E. Merriman and L. L. Bowman, “The mutual exclusivity bias in
children’s word learning,” Monographs Soc. Res. Child Develop., 1989,

pp. 1-129.

T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and
J. Dean, “Distributed representations of words and phrases
and their compositionality,” in Proc. NIPS Conf., 2013,
pp- 3111-3119.

Y. Munakata and J. M. Stedron, ‘“Neural network models
of cognitive development,” in Handbook of Developmental

Cognitive Neuroscience. Cambridge, MA, USA: MIT Press, 2001,
pp. 159-172.

C. M. Sandhofer, L. B. Smith, and J. Luo, “Counting nouns and verbs in
the input: Differential frequencies, different kinds of learning? J. Child
Lang., vol. 27, no. 3, pp. 561-585, 2000.

C. E. Sims, S. M. Schilling, and E. Colunga, “Interactions in the devel-
opment of skilled word learning in neural networks and toddlers,” in
Proc. IEEE ICDL, San Diego, CA, USA, 2012, pp. 1-6.

C. E. Sims, S. M. Schilling, and E. Colunga, “Beyond modeling
abstractions: Learning nouns over developmental time in atypi-
cal populations and individuals,” Front. Psychol., vol. 4, p. 871,
Nov. 2013.

S. F. Stokes, T. Klee, C. P. Carson, and D. Carson, “A phonemic
implicational feature hierarchy of phonological contrasts for English-
speaking children,” J. Speech Lang. Hearing Res., vol. 48, pp. 817-833,
Aug. 2005.

H. L. Storkel, “Do children acquire dense neighborhoods? An inves-
tigation of similarity neighborhoods in lexical acquisition,” Appl.
Psycholinguist., vol. 25, no. 2, pp. 201-221, 2004.

D. J. Thal, L. O’Hanlon, M. Clemmons, and L. Fralin, “Validity of a
parent report measure of vocabulary and syntax for preschool children
with language impairment,” J. Speech Lang. Hearing Res., vol. 42, no. 2,
pp. 482-496, 1999.

M. S. Vitevitch and H. L. Storkel, “Examining the acquisition of phono-
logical word forms with computational experiments,” Lang. Speech,
vol. 56, no. 4, pp. 493-527, 2013.

S. R. Waxman and E. M. Leddon, “Early word learning and conceptual
development: Everything had a name, and each name gave birth to a new
thought,” in Blackwell Handbook of Childhood Cognitive Development.
Malden, MA, USA: Blackwell, 2002, pp. 102-126.

S. E. Weismer, C. E. Venker, J. L. Evans, and M. J. Moyle, “Fast
mapping in late-talking toddlers,” Appl. Psycholinguist., vol. 34, no. 1,
pp. 69-89, 2013.

Z. O. Weizman and C. E. Snow, “Lexical output as related to chil-
dren’s vocabulary acquisition: Effects of sophisticated exposure and
support for meaning,” Develop. Psychol., vol. 37, no. 2, pp. 265-279,
2001.

C. Yu, D. H. Ballard, and R. N. Aslin, “The role of embodied intention
in early lexical acquisition,” Cogn. Sci., vol. 29, no. 6, pp. 961-1005,
2005.

Authorized licensed use limited to: UNIVERSITY OF COLORADO. Downloaded on June 14,2020 at 17:22:09 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


